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ABSTRACT 

Application of the Internet of things (IoT) for data collection in solar drying can be very 
efficient in collecting big data of drying parameters. There are many variables involved so 
it is hard to find a model to predict the moisture content of the food product during drying. 
In model building, interaction terms should be incorporated because they also contribute 
to the model. Eight selection criteria (8SC) is a very useful method in model building. 
This study applied ordinary least squares (OLS) regression and ridge regression with 8SC 
in model building to predict the moisture content of drying fish. A total of eighty models 
were considered in this study. One best model was chosen each from OLS regression and 
ridge regression. M78.7.3 with a total of eleven independent variables was the best OLS 
model after conducting multicollinearity and coefficient test. Next, the best ridge model 
M56.0.0 was obtained after the coefficient test. The mean absolute percentage error (MAPE) 
was used to measure the accuracy of the prediction model. For OLS model M78.7.3, 
the MAPE value was 15.7342. The MAPE value for ridge model M56.0.0 was 17.4054. 

From the MAPE value, OLS model M78.7.3 
provided a better estimation than the ridge 
model M56.0.0. However, OLS model 
M78.7.3 violated the normality assumptions 
of residuals. This is highly caused by the 
outlier problem. So, due to non- normality 
of the residuals and presence of outliers in 
the dataset, ridge regression is preferred for 
the best forecast model.

Keywords: Eight selection criteria, IoT, model 

selection, ordinary least squares, ridge regression
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INTRODUCTION

The global food demand grows rapidly due to the increase of world population (Bodirsky 
et al., 2015). Hence, the rising of the food demand brings to food insecurity issues. Food 
security is defined as “all people, at all times, have physical and economic access to 
sufficient, safe and nutritious food to meet their dietary needs and food preferences for a 
healthy and active life” (FAO, 1996). Therefore, to deal with food insecurity, substantial 
improvements in food processing are required to satisfy the increased food demand. 

Drying is one of the food post-processing techniques, which plays a vital role in the 
preservation of agriculture crops and marine harvest (Silva et al., 2017 and Ali et al., 
2017b). It reduces the moisture content of food to inhibit the growth of microorganisms. 
The advantages of drying include longer shelf life, smaller size for storage purpose and 
lighter weight for transportation (Ertekin & Yaldiz, 2004). Traditional drying involves 
the process of drying agriculture crops or marine harvest under the direct sun exposition 
(Tiwari, 2016).

However, dehydrated food products will be contaminated easily due to the exposure of 
direct sunlight in open space. Besides, non-uniform sun-drying under open space increases 
the chance of fungal attack and the growth of microorganisms (Tiwari, 2016). Open sun 
drying also cannot control the drying parameter due to weather uncertainties. Furthermore, 
this conventional drying method is very time-consuming. The conventional method of fish 
drying that is still being used is shown in Figure 1.

Therefore, the effort to improve sun drying has led to the usage of renewable energy, 
specifically solar drying. For instance, Ali et al. (2017a), Stiling et al. (2012), Hossain 
and Bala (2007), Alfiya et al. (2018) and many other researchers applied solar drying by 

Figure 1. Traditional method of fish drying under direct sunlight
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using solar drier in their study. Furthermore, the Internet of things (IoT) based solar drying 
system using v-Groove Hybrid Solar Drier (v-GHSD) by Ali et al. (2017a, 2017b) was 
more effective in monitoring the drying behavior. 

Since the development of drier, especially v-GHSD provides more benefits in terms 
of quality and hygienic aspects, all the important factors involved with the solar drying 
system should be investigated.

Drying parameters play an important role in the drying process. Tiwari (2016) stated 
that temperature, air humidity, area of exposed surface and pressure had effects on the 
removal of the moisture content. Besides, Silva et al. (2017) found out air temperature 
was a very important factor that would affect the drying process. Furthermore, Krokida et 
al. (2003) found out drying temperature had more influence than the air velocity and air 
humidity during the drying process. Hence, all of these drying parameters may contribute 
to the fish drying process. However, there is a very limited research study on the effect 
of important drying parameters and its interaction terms for fish drying using solar drier 
towards the fish drying model.

Furthermore, Javaid et al. (2020) found that there were significant interactions among 
variables in the drying seaweed process. Hence, regression analysis is one of the existing 
methods to investigate the relationship between variables in a data set and a continuous 
response variable with the interaction terms. 

Ordinary Least Squares (OLS) is one of the popular estimation methods for the linear 
regression model. OLS regression estimates the functional relationship by minimizing 
the sum of squares differences between the observed and predicted response variable. It 
produces unbiased estimates with the smallest standard errors and provides the best linear 
unbiased estimator (BLUE) if all the model assumptions are satisfied (Wen et al., 2013). 
However, real data always suffer from multicollinearity. The application of least squares 
method in parameter estimation in the presence of multicollinearity may cause the estimates 
becoming unstable (Mahajan et al., 1977). 

Apart from multicollinearity, the outlier is also one of the problems in regression 
analysis. Rajarathinam and Vinoth (2014) stated that outliers were commonly present 
in agriculture production data due to uncontrolled factors. Outliers will inflate the error 
variance as well as the standard errors. OLS estimator is extremely sensitive to outliers in 
linear regression analysis. However, agriculture and marine production data always suffer 
from multicollinearity and outlier problems. Hence, a suitable method should be done to 
solve these problems in the fish drying data. The initial moisture content of fish is between 
eighty-two percent, and the moisture content needs to be reduced to thirty-five percent after 
drying in the solar drier to achieve Equilibrium Moisture Content (EMC).

To overcome the limitations of the OLS estimator, researchers implemented a few 
methods. Regularization is one of the most common approaches to solve multicollinearity. 
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Regularization methods can be applied to control the instability of OLS estimates. Ridge 
regression is one of the regularization methods that shrinks the coefficients towards zero 
by minimizing the mean square error of the estimates (Ullah et al., 2018). 

Furthermore, Steece (1986) concluded that ridge estimation was able to curb outliers 
in regressor space by downweighting their influence. Besides, Chatterjee and Hadi (2015) 
also stated that ridge estimators were stable as they were not affected by slight variations 
in the estimation data. Hence, ridge regression provides estimates that are more robust as 
compared to least squares estimates for small perturbations in the data.

Many researchers such as Delaney and Chatterjee (1986), Golub et al. (1979) and 
Kennard (1971) studied on estimation of biasing parameter in the ridge regression. There 
are also many proposed methods in selecting the biasing parameter but it does not have 
a general agreement on the best way to choose an optimal value of the biasing parameter 
(Khalaf, 2012). Besides, Zhang and Ibrahim (2005) stated that it was uncertain if ridge 
regression provided  better estimates than OLS regression during different applications. 
Therefore, a more thorough approach is using the lmridge package in R developed by 
Ullah et al. (2018) to estimate the biasing parameter because ridge regression is a multiple 
regression with no penalty.  Ullah et al. (2018) stated that the lmridge package in R provided 
suitable tools for ridge regression analysis in R as compared to other packages. 

During model building, most of the researchers in the agriculture field only consider 
the individual term without considering the interaction term between the variables. For 
example, Jamal and Rind (2007) did not include interaction terms in developing the forecast 
models for acreage and production of the wheat crop in their study. However, interaction 
terms should be included during model building to avoid bias. Therefore, Javaid et al. 
(2019a) also addressed the interaction terms in their regression model to examine the main 
factors with their interaction terms affecting the collector efficiency, and they found that 
the interaction terms had a significant effect in the best final model.

Eight selection criteria (8SC) are always used for model selection purpose. For instance, 
in the study of Abdullah et al. (2015), they found that the application of multiple regression 
with 8SC was able to model and forecast biomass and biofuel production. Besides, Abdullah 
et al. (2011) used the polynomial regression technique with 8SC to find out the best model 
to estimate the volumetric stem biomass. Javaid et al. (2019b) applied multiple regression 
with 8SC in their study on forecasting the moisture ratio removal during the seaweed 
drying process. Yahaya et al. (2012) selected the best model in estimating the electrical 
conductivity levels by using 8SC.

Fish drying data were fitted to the thin layer drying model by many researchers. For 
example, Guan et al. (2013) applied nine thin layer models and found out the Page model 
was able to predict and describe the drying process more accurately. Kituu et al. (2010) 
also applied a thin layer model in drying fish. However, the thin layer model is used to 
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understand the drying behavior and does not involve model building. Besides, the thin 
layer drying model does not incorporate the interaction term in the drying model. 

Furthermore, there is limited research conducted on the moisture content of drying fish 
and the factors affecting it with its interaction terms by using ridge regression with 8SC. 
Besides, in different applications, the performance of OLS regression and ridge regression 
may vary. Hence, OLS regression and ridge regression were conducted in this study. From 
all possible models, 8SC was applied for the model selection purpose to choose the best 
model to forecast the moisture content of drying fish.

MATERIALS AND METHODS	

v-GHSD

The v-GHSD used in the fish drying process in this study consists of fans that back powered 
by solar panels. Besides, it also consists of a drying chamber, solar collector, v-aluminum 
roof, solar panel, and sensors using IoT for data collection every thirty minutes. The 
sensors are placed to measure the inlet and outlet temperature, inlet and outlet humidity, 
wind speed, and solar radiation. For this study, we looked at the effect of some factors 
and their interaction. Figure 2 shows the v-GHSD used in this study. Figure 3 shows the 
Chemical Fluid Dynamic (CFD) analysis using original data collected by using IoT and 
the parameters involved in this study.

Figure 2. Simulation diagram of v-GHSD
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Model Development

Consider a multiple regression model (Equation 1),

,                                     (1)      

where y is a n x 1 vector of response variables, X is known as the design matrix of order  
n x p, β is a p x 1 vector of unknown parameters and ε is a  n x 1  vector of identically and 
independent distributed errors. 

According to Gujarati (2004), the OLS estimator of β is obtained as in Equation 2

.                                         (2)
In Equation 2, if the regressors are nearly dependent, matrix  X´X becomes ill 

conditioned.  Hence, Hoerl and Kennard (1970) suggested ridge estimator as in Equation 
3，

,                        (3)

where  λ  is a ridge parameter and l is an identity matrix. The ridge parameter, λ > 0 indicates 
the degree of shrinkage. Note that a value λ = 0 gives rise to OLS estimates. 

Golub et al. (1979) proposed generalized cross-validation (GCV) as a method for 
choosing the ridge parameter (Equation 4). 

                                        (4)

where  SSe  refers to the residual sum of squares of a model using the ridge coefficients 
and H refers to an augmented hat matrix (Equation 5),

                              (5)

Figure 3. CFD Simulation diagram of v-GHSD
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We look for  λ  value that minimizes Equation 4. The ridge regression is carried out if 
the λ obtained is greater than zero for minimum GCV. If  λ  obtained is equal to zero, then 
ridge regression will be automatically equal to the OLS regression analysis. The lmridge 
package in R software was used in this study.

Phase 1– All Possible Models
Phase 1 involves computations of all possible models for the best model selection. 
According to Ali et al. (2017a), the formulae to compute the total number of all possible 
models are shown in Equation 6: 

N =  	                                   (6)             	            

where N indicates the number of possible models, k indicates the total number of 
independent variables and  j  is 1, 2, ..., k. C shows the combinations for all possible models.

By using Equation 6, all possible models are computed. 

Phase 2- Selected Models
Multicollinearity is checked among the variables by obtaining the correlation matrix for all 
factors. Only one highly correlated variable is removed from the analysis at a time. This 
procedure is performed until there is no collinear variable left in the model. However, for 
ridge regression, there is no need to check the problem of multicollinearity as it has the 
ability to deal with this problem.

Once the multicollinearity is checked among the variables in all possible models, a 
coefficient test is conducted for the OLS regression model after the model is free from the 
multicollinearity issue. For the ridge regression model, the coefficient test is conducted 
directly without checking the multicollinearity. The coefficient test is conducted in this 
phase to check the significance of the individual regression coefficient,  βj  at the 5% level 
of significance. Adding an unimportant variable may make the model worse. The hypothesis 
statement of the coefficient test is shown as below:

,

.
where  βj  is the coefficient of variable in the model for j = 1,2, ..., k. The test statistics of 
this test is (Equation 7)

                                               (7)

where  is the estimated regression coefficient of  βj  and   is the standard error 
of  . 
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Note that the null hypothesis is rejected if  .  If the null hypothesis 
is rejected, then the selected parameter will be eliminated from the regression model. The 
selected model will be renamed as shown in Figure 4, where M denotes the model.

Figure 4. Model labeling in regression model 

Phase 3 - The Best Model

Next, the selection of the best model from every selected model is conducted by using 8SC. 
According to Ali et al. (2017a, 2017b), the 8SC includes Akaike information criterion (AIC), 
RICE, Final prediction error (FPE), SCHWARZ, generalized cross-validation (GCV), 
sigma square (SGMASQ), Hannan-Quinn information criterion (HQ) and SHIBATA. 
The formulae of all of the model selection criteria are listed in Table 1. The most efficient 
model is selected based on the most number of the minimum value of the selection criteria. 

Where SSE indicates the sum of squares error,  k + 1  indicates the number of estimated 
parameters and  n  indicates the sample size. According to Hajijubok and Gopal (2008), the 
condition that needs to be fulfilled when doing evaluation by using these model selection 
criteria is 2(k+1) < n. 

Phase 4 - Goodness of Fit 

Five percent of the dataset reserved previously was used as test data to fit into the final best 
model chosen from phase 3. Then, residual analysis was conducted. The residual analysis 
is very important to check the randomness and normality of the residuals. In this study, a 
run test was used to check the randomness of the residuals, while the Kolmogorov-Smirnov 
test is used to check the normality assumption of the residuals. However, if the best model 
obtained from phase 3 is ridge regression model, then the normality of the residuals is not 
required because ridge regression does not require the residuals normality assumptions. 
Scatter plot and box plot of the residuals are used as supporting evidence of the goodness of 
fit test. Besides, the mean absolute percentage error (MAPE) is calculated as a measure of 
prediction accuracy (Ali et al., 2017a). The smaller the MAPE value the better, the higher 
the prediction accuracy. The formula of MAPE is shown in Equation 8:
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=   for                      (8)    
                      

where
A = Actual value of dependent variable (y)
E = Expected value ( )
N = Number of reserved data.

Table 1
Formula used for 8SC

AIC:

Akaike (1969)

RICE:

(Rice, 1984)

FPE:

(Akaike, 1974)

SCHWARZ:  

(Schwarz, 1978)

GCV:

(Golub et al., 1979)

SGMASQ:

(Ramanatam, 2002)

HQ:

(Hannan & Quinn, 1979)

SHIBATA:

(Shibata, 1981)
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All the four phases are summarized in Figure 5.

Figure 5. Flow Chart on the Procedures in Getting Best Model

RESULTS AND DISCUSSIONS

Data Collection and Procedure 

In this study, the data were taken during the experiment drying process for drying fish 
by using v-GHSD at Selakan Island, Semporna. The fish was dried to thirty-five percent 
moisture content until it reached the EMC. The data collection started from 8th to 12th 
October 2019. The total number of data collected was 1914 and there were no missing data. 
Five percent of the dataset which is 96 data was reserved as test data. In this study, moisture 
content of fish (y)is the dependent variable, whereas the inlet temperature chamber (X1), 
outlet temperature chamber (X2), outlet humidity chamber (X3), inlet humidity chamber 
(X4) and solar radiation (X5) are the independent variables. The five days drying data was 
collected for every thirty minutes.
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Since five independent variables were used in this study, there were total 80 possible 
models until fourth order of interaction as shown in Table 2.

Table 2
All possible models	

No
of 
variables

Single                     Interact Total Model
Label

1st  
Order

2nd 
Order

3rd 
Order

4th

Order
1 5 - - - - 5 M1-5
2 10 10 - - - 20 M6-25
3 10 10 10 - - 30 M26-55
4 5 5 5 5 - 20 M56-75
5 1 1 1 1 1 5 M76-80
Total 
Models

31 26 16 6 1 80

The coefficient test is conducted, and a list of selected models with its ridge parameter 
λ and Error Sum of Squares (SSE) are obtained. Where k denotes the number of variables 
left in the model. The models with the same number of variables are kept in a single group. 
After grouping, the 69 models are left out of 80 possible models, and results are shown 
in Table 3. For example, M21.0.0 represents the original model. One variable is removed 
during the multicollinearity test so the model becomes M21.1.0 while no variable is 
removed from the coefficient test. So, the final model remains as M21.1.0.

Table 3
Selected Models by using OLS or Ridge Regression

Sr. NO Selected models using OLS/Ridge k λ SSE
1 M1.0.0 1 0.00000              407251.8445
2 M2.0.0 1 0.00000 382866.6136
3 M3.0.0 1 0.00000 415428.5487
4 M4.0.0 1 0.00000 496042.5512
5 M5.0.0 1 0.00000 346497.159
6 M6.0.0=M16.1.0 2 0.00800 381262.7479
7 M7.0.0=M17.0.1 2 0.00200 322025.8196
8 M8.0.0 2 0.00100 358834.0995
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Table 3 (Continued)

Sr. NO Selected models using OLS/Ridge k λ SSE
9 M9.0.0 2 0.00500 342096.8842
10 M10.0.0=M20.1.0 2 0.00200 312301.581
11 M11.0.0 2 0.00000 303981.4905
12 M12.0.0=M22.0.1 2 0.00500 318511.0194
13 M13.0.0 2 0.00500 414295.4192
14 M14.0.0 2 0.00500 334854.2714
15 M15.0.0 2 0.00200 343805.3683
16 M16.1.0 2 0.00000 379272.0951
17 M18.0.0 3 0.00300 348307.4055
18 M19.0.0 3 0.01800 342107.8585
19 M21.1.0 2 0.00000 301316.8478
20 M23.0.0 3 0.00100 395358.3048

21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42

M24.0.0
M25.0.0
M26.0.0
M27.0.0
M28.0.0
M29.0.0=M59.0.1
M30.0.0
M31.0.0
M32.0.0
M33.0.0=M57.0.1
M34.0.0=M58.0.1
M35.0.0
M36.3.0
M37.2.1
M38.3.0
M39.0.1
M40.2.0
M41.1.1
M42.2.0=M52.3.0
M43.2.0
M44.0.2
M45.0.3

3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
5
4
4
4
4
4
3

0.01400
0.00500
0.01000
0.00100
0.00100
0.00100
0.01000
0.00600
0.00100
0.00900
0.00100
0.00600
0.00000
0.00000
0.00000
0.00900
0.00000
0.00000
0.00000
0.00000
0.00800
0.00400

333336.4064
334033.4548
306848.4051
296660.9027
310557.9255
288289.5733
315115.4032
325462.092
258597.1048
294813.4643
270406.179
333986.6613
304165.6933
289651.0102
315425.3665
287071.6748
294634.3668
319472.1287
257707.6509
260872.4566
268781.3893
320402.8475
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Table 3 (Continued)

Sr. NO Selected models using OLS/Ridge k λ SSE
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69

M46.4.0
M47.2.2
M48.4.0
M49.2.2
M50.2.1
M51.1.1
M53.3.0
M54.3.1
M55.0.2
M56.0.0/M76.0.1
M60.0.0
M61.4.2=M66.7.3=M71.8.3
M62.5.0
M63.4.2
M64.2.2
M65.3.3
M67.9.1
M68.8.2
M69.4.2
M70.6.2
M72.10.0
M73.9.2
M74.4.2
M75.7.2
M77.6.1
M78.7.3=M79.17.4
M80.18.3

3
3
3
3
4
5
4
2
5
4
4
4
5
4
6
4
4
4
8
6
4
4
9
6
8
11
9

0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00600
0.00200
0.00100
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000

304165.6933
289072.1514
314537.9494
287679.0882
291784.7212
318219.7034
264752.4059
281515.2994
317817.7528
247253.6408
251008.3619
246598.7709
257482.0627
268756.3648
283819.5595
249022.3153
263008.9208
266633.687
280462.7962
247520.6769
266930.9018
268766.6487
276344.7077
248298.1572
244108.2359
230561.7746
236260.0805

After the coefficient test, all of the best selected models, as shown in Table 4 are 
evaluated by using 8SC. 

From the results in Table 4, M78.7.3 provides the minimum of all the 8SC value. Hence, 
M78.7.3 is obtained as the best model among all the selected models. Since M78.7.3 is 
with λ equal to 0, hence, this model is an OLS regression model. Furthermore, M56.0.0 
with λ equal to 0.002 provides the minimum 8SC value for the ridge regression model. 
The best model M78.7.3 for OLS and M56.0.0 for ridge are shown as in Equation 9 and 
Equation 10 respectively. The coefficients are obtained using R software.

M78.7.3 = = 105.3 + 0.0515 + +

+ +
           (9)
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        (10) 

For model M78.7.3, eleven variables were retained in the model, including the 
interaction terms. The signs of the coefficient show the type of relationship of the 
independent variable with the dependent factor. The coefficients that are far away from 
the zero mean that they are the strongest factors in the analysis.  From the results, the 
significance of the variables with the interaction term shows that the interaction terms are 
very important and cannot be ignored. For model M56.0.0, four variables are remained 
in the model without including the interaction term. For both of the models, MAPE was 
computed by using formulae as stated in Equation 8. The MAPE value for M78.7.3 is 
15.7342. The MAPE value for M56.0.0 is 17.4054. Both of the MAPE value is less than 
20 and indicates both models can be used to forecast the moisture content of the fish.

Figure 6. Run test for standardized residuals M78.7.3

Figure 7. Run test for standardized residuals M56.0.0

Figure 8. Kolmogorov-Smirnov test for standardized residuals M78.7.3



Efficient Model Selection and Forecasting of Fish Drying

1197Pertanika J. Sci. & Technol. 28 (4): 1179 - 1202 (2020)

To test the randomness of the standardized residuals, a run test was conducted. From 
the results as shown in Figure 6, the run test p-value was equal to 0.5522 for M78.7.3. 
From the results as shown in Figure 7, the run test p-value was equal to 0.217 for M56.0.0. 
Since the p-value of the run test of both models is more than 0.05, hence, the standardized 
residuals are random. Furthermore, Kolmogorov-Smirnov test was conducted for M78.7.3 
to test the normality assumptions of residuals. The results are shown in Figure 8. The p 
value obtained from the Kolmogorov-Smirnov test for M78.7.3 is less than 0.05. Therefore, 
the residuals are not normally distributed.

Figure 9. Scatterplot of standardized residuals for OLS regression M78.7.3 

Figure 10. Scatterplot of standardized residual for Ridge regression M56.0.0 
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  Outliers outside the 3-sigma limit can be observed from Figure 9 and 10. UCL and LCL 
represent the upper-class limit and lower-class limit respectively. The percentage of outliers 
is obtained based on the number of observations outside the 3-sigma limit. Table 5 shows 
the percentage of outliers outside 3-sigma limit for M78.7.3 and M56.0.0. 

Table 5
Percentage of outliers outside 3-sigma limits

Selected model Method

M78.7.3 OLS    0.11%
M56.0.0 Ridge    0.11%

There are a total of 0.11% of outliers for both of the OLS and the ridge model. 
Apart from standardized residual plots, a box plot is able to provide a clear graphical 
representation by labeling outliers (Ramachandran & Tsokos, 2014). Hence, box plot of 
both models are observed as shown in Figure 11 and 12. 

Figure 11. Box plot for OLS regression M78.7.3
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Figure 12. Box plot for Ridge regression M56.0.0              

From Figure 11 and 12, the outliers in the dataset can be observed. There are more 
outliers for M78.7.3 as compared to M56.0.0. Deleting the outliers is not always the best 
option in the real life dataset. So, the results obtained from OLS cannot be trusted for a 
better forecast in the presence of outliers. On the other hand, ridge regression has the ability 
to deal in the presence of outliers (Steece, 1986). So, the ridge regression can be trusted to 
forecast the moisture content of the fish. Although the MAPE for OLS regression is less 
than the MAPE for the ridge regression, but due to the non- normality of the residuals and 
the presence of outliers, OLS cannot be trusted for a better forecast. On the other hand, 
ridge regression does not need any kind of normality assumptions.

CONCLUSIONS

In a nutshell, the best OLS model obtained to forecast the moisture content of fish 
was M78.7.3 with a total of 11 independent variables in this model after checking the 
multicollinearity and conducting a coefficient test. Furthermore, the best ridge model 
obtained to forecast the moisture content of fish was M56.0.0 with ridge parameter 0.002 
and a total of 4 independent variables in this model after the conduct coefficient test. 
However, more outliers are detected for OLS model M78.7.3 as compared to the ridge 
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model M56.0.0. The MAPE value of both of the models shows satisfying results. For OLS 
model M78.7.3, the MAPE value is 15.7342. The MAPE value for ridge model M56.0.0 
is 17.4054. Due to non-normality of the residuals, and presence of outliers in the dataset, 
ridge regression is preferred for the best forecast with the MAPE of 17.4054. So, the 
moisture content of fish can forecast with the crucial factors as inlet temperature chamber, 
outlet temperature chamber, outlet humidity chamber and inlet humidity chamber. Since 
the MAPE is less than 20, so it will provide a good forecast. This paper only addressed 
multicollinearity and outliers by assuming no autocorrelated errors. We will consider 
autocorrelated errors in future study.
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